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1. Introduction. It is well known that in dealing with 

problems of engineering and mathematical physics, o~e is 

required to build mathematical models of physical situations. 

These models involve differential equations or integra

differential equations as equations of change, constitutive 

relations (if any), boundary and/or initial conditions, 

which together give rise to problems quite often not amen

able to exact solutions. In such situations, one is tempted 

to evolve approximate methods of solutions where there are 

slightest hopes of good results. In "weighted residual 

method" and "variational technique" one nurtures this hope. 

Extensive use has been made of these methods for solving 

linear and non-linear problems in continuum mechanics, the 

study of hydrodynamic stability, transport processes etc. 

of various complexities [1,2] In what follows, we outline 

the main features of the above two methods. 

2. The weighted residual method 

The weighted residual method may be considered to be a 

unified version of a group of methods used to solve appro

ximately boundary value, initial value and eigen value 

problems. In this, knowledge of a function of say space and 

time is sought, given (a) equations of change in the form of 

differential equations (ordinary or partial) or integra

differential equations (b) constitutive relations (if any) 

such as equations of state and (c) boundary conditions and/or 

initial conditions. Basic methodology for solution consists 

in (a) assuming a trial solution in which time dependence is 
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kept undetermined, but the functional dependence of the 

remaining independent variables (sometimes all) is pre

assigned and (b) obtaining the function of time by requiring 

the trial solution to satisfy the differential equation in 

some specified sense. 

The main features of this method will be demonstrated 

in the case of initial value problems, though the extension 

of the technique to boundary value and eigenvalue problems 

is not beset with any undue difficulty. 

[nitial value problem 

Let U(X t) be the function to be studied. Let the 

~quation of change be 

L(u) - au = o x v t > o at ' ' e: ' ' 
( 2. l) 

where L is a differential operator involving spatial deri

vatives only and V, a three dimensional domain with boundary 

s. 

For simplicity, we assume that there are no constitu

tive relations to take care of. 

Boundary condition : U(X,t) 

Initial condition : 

To solve this we assume a trial solution, 

( 2. 2) 

( 2. 3) 

( 2. 4) 

where the approximating function U.(X,t) is specified in . 
~ -

in such a way that the ordinary condition is satisfied, i.e. 

Next step is to build up the residuals for differential 

equation and initial condition as a measure of the extent 

to which UT satisfies the equation of change and initial 
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condition. 

differential equation 

residual 

initial condition residual. 

( 2. 6) 

( 2. 7) 

As the number of approximating functions N is increased, one 

hopes that the residual will become smaller and smaller. 

Residual equals to zero implies exact solution. When, however, 

the residual is not zero, a "weighted residual" is put equal 

to zero, and this .in essence is the main feature of the 

method, from which its name is derived [1] . 

For this we define 

<w,v> = J wvdv (spatial average or inner product), (2.8) 
v 

and state the approximation as 

(2.9) 

(2.10) 

where w. (j=l,2 ... N) are chosen "weighted functions", N in 
J 

number. Equation (2.9) gives N linear or non-linear simul-

taneous differential equations in Ci(t) and (2.10) generates 

the C. ( 0) for the preceding differential equations. Once 
~ 

Ci(t) are determined this way, one can obtain the approximate 

solution by substitution in equation (2.4). 

In addition, we have in the field two modified versions 

of the method, which are given below . 

( A ) .Boundary method: Here t~ial solutions are selected 

to identically satisfy the differential equations. RB and R
1 

are treated as in (2.9) and (2.10), and in (2.9) spatial 
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average is replaced by an average over the boundary t3] 
( B Mixed method: In this it is not feasible to choose 

the trial solution UT either to satisfy the boundary condition 

or the differential equations. In such cases, R, RI and RB 

are made orthogonal to different weighting functions L4J. 
There is some arbitrariness involved in this method in that 

the number of equations obtained exceeds the number of un~ 

knowns. A way of removing this arbitrariness has been 

suggested by Synder et al [5] through Galerkin method. 

It is clear that in the weighted residual method, which 

we shall call WRM henceforward, the two main problems will 

be 

(a) choice of weighting function w. 
J 

and (b) choice of approximating functions U.(X,t). 
~ -

Choice of weighting functions 

Different choices of the weighting functions give 

different complexions of WRM. Some of these are listed below 

along with their proper characteristics. 

(i) Collocation method [6] 

This corresponds to the weighting function, w. = 6(X. -X), 
J ' -] -

where 6 is the Kronecker delta. This implies that the 

differential equation holds exactly at collocation points 

x .. As N increases, the residual R vanishes at more and 
-J 
more points and in the limit N + oo, R is zero throughout 

the domain. 

(ii) Sub-domain method [7] 
In this the differential equation is satisfied on the average 

in each of theN sub-domains V., i.e. 
J 

\ 1 ·; " L, X 

X 
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(iii) Least square method (a) 

Here 
aR(UT) 

w. = 
J ac. 

J 

This amounts to the mean square residual 

being minimised, i.e. ci = o. 
(iv) Galerkin method 

This particular method first proposed in 1915 has been 

extensively used with necessary modifications and generali

sations for solving problems of elasticity, hydrodynamic 

stability, transport processes etc. In this example of WRM, 

the weighting functions are taken as the approximating 

functions themselves w. = U.(X,t) and these U.(X,t) are the 
~ ~ - ~ -

subsets of a complete set of hopefully orthogonal functions. 

R(UT) which usually is continuous can vanish in (2.9) only if 

it is orthogonal to each and every member of the complete 

system of which Ui are a part. In practice, R(UT) is made 

orthogonal only to a finite number of members of the 

complete set. The generalisation of the method has taken 

place in various directions. To name a few, 

(i) the form of UT has been generalised 

f(X,{C.(t)}) with weighting functions w. 
- ~ J 

(ii) w. has been taken as w. = K(U .) where K is a 
J J J 

specified differential operator, 

(iii) residual is made orthogonal to members of a 

complete set of functions which need not be the same 

as the approximating function (this is sometimes 

called moment method). 

Allowing for the generalisation and modifications, Galerkin 
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method seems to be most versatile in applicability amongst 

the various classes of WRM. 

Choice of approximating functions 

The choice of approximating functions is indeed the 

most crucial problem of WRM. For this one needs to exploit 

every bit of knowledge one has about the physical problem 

at hand. Information like symmetry properties, decay pro

perties or oscillating behaviour of the system are to be 

fully utilised. Sometimes the approximating functions U. 
1 

are chosen to satisfy the boundary conditions or derived 

boundary conditions (Krylov and Kantorovich [2~ ), 

It is not possible to give an overall recipe for the selec

tion of approximat~ng functions. Usually several sets of 

approximating functions are available and an optimal choice 

depends very much on the foresight and intuition of the user. 

Convergence problem: The proof of convergence of the appro

ximating functions is indeed a difficult one for WRM. In 

fact for Galerkin method, the study of convergence was taken 

up seriously as late as 1940, while the method was proposed 

as early as 1915. Since then good progress has been made 

in the proof of convergence of Galerkin method for eigenvalue 

problems involving ordinary differential equations, second 

order elliptic differential equations, hyperbolic differential 

equations occuring in hydrodynamic stability problems and 

Navier-Stokes equations with time dependence. For other 

WRM, the convergence proofs are rather rare except perhaps 

for some cases of least square method and to a lesser extent 

for the collocation method. For non-linear problems, very 

little is known about the convergence. 

However, as Ames has pointed out, for most physical 

and engineering problems, computation of error bound is 

more useful than the actual proof of convergence of the 

approximating function. In fact more attention is paid to 

this aspect of the problem. 
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3. Variational Methods 

In the variational description of a physical system, 

it is stipulated that the state of the system is specified 

by a statement that variation or differential of a particular 

functional is equal to some fixed value (usually zero). This 

description is completed by giving (a) the functions with 

respect to which variation is taken and (b) constraints as 

auxiliary conditions. The Euler-Lagrange equations to which 

the stationary value of functional leads to are the equations 

of change. 

The method consists in expressing the functional in the 

stationary state (sometimes called dynamical .potential) ln 

terms of a number af adjustable parameters. Then it is 

varied with respect to these parameters and finally they 

are so evaluated as to make thevariations vanish. We take 

an example to demonstrate this scheme which is now known 

as Ritz method. Let the functional or dynamical potential 

be defined by 

I= r'Ji<xi(t),xi(t),t)dt, ( 3 .1) 

0 

then oi = 0, leads to Euler-Lagrange equations 

d a~ 
dt a*. 

l 

= 0 ( 3. 2) 

The equations (3.2) are the equations of change. 

To solve the problem we assume a trial solution, 

X = T 
N x 8 (t) + L c.x.(t) 

i=l l l 
( 3. 3) 

where x8 satisfies the non-zero boundary specification, 

and xi are the members of a complete set which vanish at 

any boundary where x(t) is specified. Now substituting 

(3.3) in (3.1) and integrating, I becomes a function of 
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only. 

ar 
Now putting -;:-;o;

a~.-. 
~ 

:: 0 ' (3.4), 

we obtain N algebraic equations for determining Ci. Sub

stituting these in (3.3), an approximate solution is 

obtained, the accuracy of which can be augmented by successive 

approximations. 

In Galerkin method, one deals directly with Euler

Lagrange equations. One substitutes the approximate solu

tion of type (3.3) in the Euler-Lagrange equation and 

obtains the residual of the equation 

( 3. 5) 

for each value of t. 

Then according to the scheme suggested by Galerkin, one can 

write 

0 

x.(t)dt:: 
~ 

0' i :: 1,2 ... N 

i.e. RT is made orthogonal to xi(t). 

( 3. 6) 

This gives us the necessary number of equations to determine 

c .. 
~ 

4. Corrunents 

In the above, we have demonstrated the use of Ritz 

method and Galerkin method for solving a particular class 

of problems. We have seen that in actuality, Galerkin method 

starts a step later than the variational method (Ritz 

method) in dealing with Euler-Lagrange equations rather 

than dynamic potentials. Then the question arises: 

Given the equations of change and boundary and/or initial 
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conditions 

(a) Will it always be possible to have a dynamic 

potential to generate the variation principle? 

(b) If not, is it worthwhile to attempt the construc

tion of some non-unique, restricted potential? 

In answer to (a), we can make the following deposition [9] • 

(i) The construction of dynamical potential is always 

possible only when the descriptive equations are linear and 

self-adjoint. 

(ii) For linear non self-adjoint problems, a variational 

formulation is possible where the original problem and 

their adjoints are inextricably coupled. On analysis, this 

method appears to be a generalised version of Galerkin 

method. 

(iii) By applying an adjoint operator, the order of 

the differential equations could be doubled and the 

functional be constructed out of the square of the residual, 

which is minimised. This in essence is the method of 

least squares and shares with it thelimited applicability -

the limitation almost breaking down in the case of problems 

of trans~ent performance. 

On theother hand, if the problem falls under the 

category (b), i.e. if no functional or potential exists 

whose stationary property leads to the description of the 

dynamical system, one proposes to use [9] 

(i) quasi variational principle 

or (ii) restricted ariational principle. 

In (i) [10], rather than a functional, a functional differen

tial or a variation is defined, thevanishing of which gives 

the equation or equations of change 

n ~ r I [L(U) 

0 v 

_ au J at (4.1) 6U dV = 0 
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Not uncommonly, inLegrarion over time is omitted. 

In (ii), i.e. in restricted variational principle, u and 

au at = y are treated as independent funcLions 

6 J y ~ j [L(u) - y) 6u dv ~ 0 J 

v 

y is kept constant during the variation. 

and 

( 4. 2) 

In both (4.1) and (4.2), one adheres to the equation of 

change and the question of existence of a dynamical potential 

is thrown into the background. Variational integral need 

not be stationary here. As Serrin (12) has pointed out, 

the construction of the functional in this way is at best a 

reformulation of the equation of change. In such situations, 

the adaptation of WRM like Galerkin method may be an easier 

alternative. When the equations' of change are given, the 

process of going back to the construction of a functional 

looks like an unnecessary exercise. Examples of such pseudo

variational principle lie in the so-called "Method of local 

potentials" put forward by Glansjorff and Prigogine [131 
or Lagrangian Thermodynamics advocated by Biot [14] . Both 

schemes are being vigorously followed during the last two decades 

or so. The basis of both these methods is the principle of 

minimum entropy production during irreversible processes. 

However, this minimum principle has not been firmly established 

up to this day. Onsager hypothesis on which this principle 

is based gives the linear relation between flux and force 

and can at best give us a constitutive relation. This 

cannot play the role of the equation of change. Thus the 

hypothesis stands on a rather uncertain ground as Truesdel 

[1s] has suggested. 

However, the variational principle may have some 

additional advantage over WRM under the following circum

stances. 
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(a) The variational integral represents a well 

defined physical quantity like total energy or entropy whose 

behaviour during the change is well known. 

(b) The variational principle represents an actual 

maximum or minimum principle giving the upper or the lower 

bound. 

(c) A dual variational principle exists i.e. both 

upper and lower bounds can be formulated. The closeness of 

the two can be exploited to give the solution. 

(d) A mathematical model is obtained in the form of 

an integral, which forms the fundamental problem of the 

calculus of variation. Sometimes, in such cases, one can 

prove the existence of a solution. 

(e) One lS interested in the study of the stability 

of systems which deals with perturbed equations of change, 

constitutive relation and boundary and/or initial condition. 

5. Some applications in radiative transfer 

Finally we draw attention to some applications of the methods 

ln which we were interested. 

(a) About fifteen years ago, faced with the problems 

of solving the integra-differential equation of transfer under 

appropriate boundary conditions, we developed what is called 

a double-interval spherical harmonic method [16,17] . Part 

of this, on close analysis, can be classified as a modified 

Galerkin method. 

The transfer equation gi~ng the variation of specified 

intensity I(T,~) with optical depth~ in a plane parallel 

isotropic scattering atmosphere is given by 

Cli(T ,~) I( ) J( ) aT c T,~ - T ( 5. 1) 

where J T , the mean lntenslty, = ~ I(T,~)d~ ( ) . . J+l ( 5. 2) 

-1 

~: cos8, 8 being the inclination of I(T,~) to the outward 

drawn normal to the plane parallel atmosphere. 
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Equation (5.1) is to be solved under the boundary conditions 

I(T,O) :: 0 

I(T,lJ)e-T -+ 0 

for -1 ~ \.1 ~ 0 } 

as T -+ oo 
( 5. 3) 

Modified Galerkin scheme was utilised as follows. 
+ I(T,\.1) was represented as I (T,\.1) for \.1 ~ (0,1) and 

I-(T,\.1) for \.1 ~ (-1,0), and the trial solutions were taken 

in the form of an expansion in finite series in Legendre 

polynomials as 

+ 
I (T,!-l) = 

( 5. 4) 

Substitution of (~.4) in (5.1) gave us residuals R+ and R 

Using the recurrence formula for \.1 Pm(2lJ~l) and choosing 

the weighting function w orthogonal to R+ and R- (in this m 
case Wffi = Pm(2lJ~l) in the respective ranges) and integrating 

over the relevant range of \1, one could obtain a finite 
+ -number of ordinary differential equations in I (T) and I (T). 
m m 

These equations whose number depended on the truncation point 

of the trial solution could be solved exactly. The results 

obtained were comparable in accuracy with exact solutions 

even with m = 2 . 

(b) Recently in an attempt to study the dispersion 

relation and stability for a time dependent radiative transfer 

problem in plane parallel homogeneous medium in local ther

modynamic equilibrium, we used a variational technique [1~ . 

The physical process involved was described by the 

transfer equation and cooling rate equation containing space 

and time variations of specific intensity I(x,lJ,t) and 

temperature T(x,t) given by 

1 ai(x,\.l,t) + ai(x,\.l,t) = 
C dt \.1 dX xCx,t) ~T 4 -ICx,\.l,t~ (5.5) 

and ( 5. 6) 
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where x<x,t) is the absorption coefficient, c the 
v 

coefficient of specific heat per unit volume and J(x,t) 

the mean intensity defined by (5.2) and c the velocity of 

light. 

With XdX = dT and XC dt = dy, 

aT 
a ay = J - ST 4 

where a= (cC /4n), v 

variational formulation was developed by defining 

T = T*<T,y) + oT(T,y) 

and 

I = I*<T,~,y> + oi<<,~,y> 

( 5. 7) 

( 5. 8) 

( 5. 9) 

(5.10) 

where I*, T* define an unperturbed dynamical equilibrium 

state and oi and cT are arbitrary variations. 

Then dealing with the perturbed equations and retaining 

only the .first order terms in oi and oT, we obtain 

a set of two linear equations in terms of which one can 

build a functional L given by 

di* 
~aT 

+ l a~~* - J* SaT + (aS/5)T 5J dTdy (5.11) 

The extremal of this functional with the subsidiary conditions 

I = I*, T = T* gives the time-dependent equations of change 

for the unperturbed state. The study of this functional L 

by a procedure suggested by Schechter and Himmelblau (19] 
leads us to the dispersion equations and the conditions of 

stability. 
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